Chapter 15-Probability Distributions

15.2 The binomial distribution
S, S

The essential elements of a binomial distribution are:

- There is a fixed number of (») trials

- Each trial has only two possible outcomes — a “success” or a “failure”
- The probability of a success (p) is constant from trail to trial.

- Trials are independent of each other.
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The outcomes of a binomial experiment and the corresponding probabilities of these outcomes
are called a bw\om lal distnbufiow

The binomial distribution describes the behavior of a discrete variable X if the conditions above

apply.

The parameters that define a unique binomial distribution are the values of n (the number of
trials) and p (the proability of a success).

Any binomial distribution is represented as X ~ B(n, p)

Consider this problem, which you first met in Chapter 3: determine the probability of getting

exactly two heads in three tosses of a biased coin for which P(head)= % .

Let’s first look at a tree diagram to help answer this question.
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So P(2 heads in three tosses) = P (HHT)+P (HTH)+P(THH)

Each of the probabilities are the same.

P(HHT)=P(HTH)=P(THH)= @_)2 (’;"] =2i7

2
Thus, P(2 heads in three tosses) =3 (—2—J 1 12_4
3)\3) 27 9
However, you should only use a tree diagram if the number
of trials, », is small.

What if you were asked to find the probability of obtaining
exactly two heads in six tosses of this coin? The tree
diagram for this question would be too large, so we look for
a formula.

We often use a theoretical distribution,
such as the binomial distribution, to
describe a random variable that occurs in
real life. This process is called modeling
and enables us to carry out calculations.
If the theoretical distribution matches the

real-life variable perfectly, then the model |
is perfect. However, this is usually not the

case. Generally the results of any
calculations will not necessarily give a
completely accurate description of the
real-life situation. Does this make them
any less useful?

Have the essential conditions for a binomial distribution been met?

e There is a fixed number (n) of trials.

(6 tnals

e Each trial has two possible outcomes —
a “success” or a “failure”

Succes = Neods
folue =

Aails

e The probability of a success (p) is
constant from trial to trial.

Pob 0F Success (s 23 cack bime
Ne coyn (s tosseal

e Trials are independent of each other.
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What would be one combination of Hs and Ts that will produce 2 heads and 4 tails? ¢B((°/ ! 3}) o
o

Slctes,
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And the probability of that would be....
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. The most usual error when

| calculation a binomial probability
is to forget that if there are exactly
r successes, there must also be
n—r failures.
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But how many combinations are there?
n

( )means the same as ,C, i
’

n . . .
( ) represents the number of ways choosing » items out of » items.
,

6 6
The number of combinations of 6 items that have 2 Hs and 4 Ts is therefore [ J = ( J =15
a2 \2 4
: @Cz @@Cq
You can use your GDC, or the formula ——~—— , or the 3" entry in the 6 row of Pascal’s

ri(n—r)!

triangle.
Therefore: (QX b (H‘.X = Q_.T-;-I—— =57 %:{5

P(2 heads in six tosses) =

(OB (3\ (33 %‘? = }%(Qa= . 08273

Generalizing this method gives the binomial distribution function:
If X is binomially distributed, X ~B (n, p) , then the probability of obtaining r successes out of
independent trials, when p is the probability of success for each trial, is

P(x=r) =[:)p" (1-p)”

This is often shortend to

P(X=r)= [ )p’q" "where g=1-p

Example: X is binomially distributed with 7 trials and a probability of success equal to E each

372 ms -
attempt. What is the probability of _ 3 ’3 \> 3 5( X, %)
3 /B a. Exactly three successes (@ A= BX (3 ( ( 5l A 4

6(” b. At least one success? 0 7
%:5)8 c. Four or fewer success? .P()(> P()(:o\= (ZX (%) <§3 =
© Plxs 1) = Px=d* Ax=Nt+ Px=2) +
Px=DT Ax=4\ = .99

o cale ...

Gots DisTR @ binompde (7, 3/8,3) =~ <xacty,3
' 4via, p3/s  x=3
@ bIﬂUMCdP ('7 3/8 L{,} ~ Cumulahive < "
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Example: The probability that Allison gets to school on time on any day is 0.7. What is the
probability that in a regular school week of five days Allsion will make it to school on time
exactly four times? Is this a binomial distribution? Why or why not? If the situation is a
binomial distribution does the problem meet the conditions?

Binovnial ? —uafco)md.»r& cuttornes
Bxedl ‘H‘-o@olouao(SB BC5J 0.73

iess = o hne PN
il = e, Plc=9)= () (7Y (- 3)

™Mas are ind enlt ar
L binompdﬁ(SJJJ%

0.360
(3 s£)

Example: Jim the Amazing Hypnotist is known to be able to hypnotize 75% of his subjects. Jim

meets with two groups of 12 subjects.
What is the probability that all 12 patients were hypnotized in both groups?

POc=D= (T (0a9Y (0,257 (. 75) = 6.03)(,
o binempott (12, 0.75,/2)

/—DJL ’h«/D 8/3‘)1705 are l'/\a(.afevamf SO %O’m\o( 7 e
meoazb/lrfa o bsth )"QV"**d- 2l (2 Aypmﬁ'lm(

wilel be  Plx=2) P(x=12)

o ~ 2
(Ple=13)) 0. 0616033

0.00100
(354)

TExercise 15D )
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Example: A college lecture hall contains a large number of students where one quarter of the
students are male. The rest are females, duh. The professor picks a random number of students
from the hall to participate in a study. How many students must be picked so that the probability
that there is at least one female is among them is greater than 0.90?

let F be the andovn Voctable “The # of Lol € 6(0/0.75‘)

PCF2D)= |- p(e - 0)
|- (@\(0.75}0(0‘2‘5?
PCPZ(\ = |- @ 25)"

Wwe ot amn N So hat- P>oﬂ
n
- (0.25) >6.9 log 0.25" < loge 0. |
- (O,QS\“ 7=o0.l / N /0& 6.25< /oaco,/
. B 25)n n > fao.l

Expectation of a binomial distribution
N> 166 ~ (et (east 2
) Stuolents
Think of the example of the biased coin where P (H) =

If you toss the coin 3 times how many times would you expect to get a head?

Intuituley the answer is 2.

This is the same as calculationing 3 x% =2

For the binomial distribution where X ~ B(n, p), the expection of X, E(X)=np

Example: A biased dice is thrown 40 times and the number of ' .

d .l
fours is 12. The dice is thrown 15 more times. Find the expected The GMX’ E (X) > 18 |
number of fours for these 15 throws. also called the mean, 4, '

E(X)= . |
Plxc=4 = quz.,_ 3 | (X)=u | |

10

EC)=153(2)0)= o= 45 Lours

e .
it Grploed ™ 535 5
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Variance of a binomial distribution
Chapter 8 introduced the concept of the variance of a set of data, as a measure of dispersion.

The formula for the variance of the binomial distribution is given in the formula booklet.

If X ~B(n, p) then Var(X)=npg, where g=1-p

Thinking about the original example of the biased coin
where, if you toss the coin 3 times you expect to get a head
2 times. However, obviously this will not happen every
time. If you repeat the experiment many times you will

You can find the standard
deviation, o, by taking the square
root of the variance.

sometimes get 0, 1, and 3 heads.
Using the formula for variance,

2.1 2
Var(X)= =3X—x—=—
ar( ) npq x3x3 3

Yels
Example: In a large company, 30% of the w\'é}gcstravel to work on public transport. A random
sample of 18 workers is selected. Find the expected number of workers in this sample that travel

to work on public transport and the standard deviation.

LQX'X bam—#:oé—uxr\w’}

b 6((?/ 5.3)
E)= k(oD= 54
VAR ()= \& (030 N=3.78

SD = J37% = [ 94y



